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Abstract. Reinforcement learning requires interaction with environments, which can be prohibitively expensive, especially in robotics. This constraint necessitates approaches that work with limited environmental interaction by
maximizing the reuse of previous experiences. We propose an approach that maximizes experience reuse while learning to solve a given task by generating and simultaneously learning useful auxiliary tasks. To generate these
tasks, we construct an abstract temporal logic representation of the given task and leverage large language models to generate context-aware object embeddings that facilitate object replacements. Counterfactual reasoning
and off-policy methods allow us to simultaneously learn these auxiliary tasks while solving the given target task. We combine these insights into a novel framework for multitask reinforcement learning and experimentally show
that our generated auxiliary tasks share similar underlying exploration requirements as the given task, thereby maximizing the utility of directed exploration. Our approach allows agents to automatically learn additional useful
policies without extra environment interaction.
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~ Motivation “Assumptions
How do we get reinforcement learning agents to maximize the utility Tasks are represehtgd in linear tempora.I logic (LTL), an expregsive
of their environment interaction experiences?? Framework for multi-task RL where given a task, an agent can generate grammar for specifying temporal behavior composed of atomic

propositions, logical connectives and the temporal operators:

auxiliary tasks such that it can perform efficient
Next (O) Until(U) Always () Eventually ()

Proposal. Generate and learn auxiliary tasks that maximally benefit
from the constrained exploration experience of single task curricula.

Directed Exploration LTL formulae can be progressed given a sequence of proposition
e Exploit the structure of the given task to obtain a task template. Yields truth assignments to determine which parts of the formula have
constrained been satisfied by prior states and which parts remain--a useful
 Exploit real-world contextual relationships between objects to , Experience — property for tracking non-Markovian objectives in the reinforcement
generate new tasks with that template. But learning setting.
Ut reuse
. . . . Example. A sequential task of visiting a Kitchen then a Fridge, where
Key takeaway. Policies for auxiliary task n be learnt simultaneousl «— : ) - : )
wit¥10ut extrayenv?rgnﬁeﬁt iar]1teraact)ilor??/iaS ggunbtzr?:ctuasl exp:riizcsey Relevant AUX|I|ary Tasks Kitchen and Fridge are Boolean propositions that can be observed Is
reasoning and off-policy RL. represented as:
O(Kitchen A (O F'ridge))
Given a task Agent generates auxiliary tasks Agent only interacts in environment to learn Environment HomeGrid Kitehon
given taSk ' HomeGrid Environment Key
: : Observations t Letter propositions represent various
' ' (& rewards) -
1 1 g foho objects in HomeGrid.
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' ' S X ¢ Task Representation
I M ake Tea . — t E:.l:;s are represented in linear temporal
M ak e Te a ) . . Gotc;Fridg:\e Taslf
Reuses experience learning given task ver— Cving room Otfitchen 1 (0Fridge)
SN to simultaneously learn auxiliary tasks A\ .
=Approach - Experiments & Results
The task specification used in our experiments was a food preparation
. task where the agent had to go to the kitchen cabinet, obtain a
Given Task Specification @ Abstract Task Template @ Generate template conditioned cooking pot, obtain seasoning, then go to the fridge, obtain chicken,
., (Object LLM Embeddings) auxiliary tasks and finally go to the stove. In HomeGrid, this task corresponds to
visiting the right cells in the correct order. The LTL formula below

represents this task using the atomic propositions that represent each

@ of the relevant objects:
| off-PolicyRL |
QICAQGPAOUINOFAOHANDY)))))

] : : . / Given Task
Q-learning upda’ie using experience (s, a, 5') @ + Ours: Given our food preparation task ¢1 we generate 20 auxiliary
Qu(s,a)—r, +Tn%le,1xQ‘p,(s’,a’) ‘ Auxiliary Tasks tasks following our approach. We learn these tasks simultaneously with

. : L e @1 with a behavior policy epsilon greedy on @1, directing exploration
where ¢’ = prog(s’,p) and r, = Liff ¢ # ¢’ =true. towards more relevant experiences for 1.
Behavi licy e-greed iven task .

snavior policy e-greedy on given fas Baseline 1: To demonstrate that tasks generated by TaskExplore
uniquely leverage the directed experience of a single-task curriculum,
we repeat the approach described above, replacing the behavior

policy with a random one that explores more widely.
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=Generating Auxiliary Tasks

Baseline 2: To show that tasks generated by TaskExplore more

Exploiting Contextual Relationships between Objects : ; . )
P d P . relevantly benefit from directed exploration experience than the

Environment Environment Objects Autoregressive LLM Generated Object Descriptions : "
¢ : P . . general set of possible tasks, we generate 20 auxiliary tasks by
Obiect Q - — . . Clustered Object Embeddings . .
jects q Object Descriptions Encoder LLM Object Embeddings randomly sampling equal length sequential tasks from the set of
"kitchen" "wardrobe” \ BEEE BE B B oye . . . . .
fn o microwave’ shit” Q R propositions in our environment, as typically done in prior works. We
E idtchen faucet”  pants’ | 8; g;,; = \8 EEEE BN B B learn these tasks simultaneously with ¢1, using a behavior policy
"milk" "bathroom cabinet" 3 HEEE BE B B .
s [uli | [RSIS e soap” : 9 £ EEEE BN B N epsilon greedy on 1
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Exploiting Task Structure
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(©) = Conclusion

l This work introduced an approach that allows agents to generate
N O 0
N\ 4

/°\ Etemt(a) e \ relevant auxiliary tasks that maximally benefits from the directed
e exploration experience of a single task curriculum.
@ ! ; : : Objtvl @ 0
l —> l —_D l ) l This approach to auxiliary task generation is particularly valuable in the
Gcm: ° G902: lifelong learning setting, as agents can generate and solve new tasks
° Etezt(D) N\, ° ° from constrained experience datasets.
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o @ Obj,v? e o Modern vision-language models (VLMs) that detect open vocabulary

sl objects in real world environments can be employed with this approach

to relax the dependence on predefined sets of object propositions from
which tasks can be expressed and labelling functions that map states
to proposition truth values.
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